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Scalable method to cluster millions of single cells

Fast: we want to be able to quickly cluster (multiple times) thousands to 
millions of cells in PCA space (data may fit in memory)

On-disk: we may need to quickly cluster full data matrices (millions of 
cells by thousands of genes) which do not fit in memory.

In some cases (e.g., normalization) speed is more 
important than accuracy



How much of a problem is it?
2.5 Millions cells

2.2 Millions cells

2 Millions cells

1 Million cells

Source:      www.nxn.se/single-cell-studies/gui



k-means clustering
Given a set of n data points (x) and a number k, k-means partitions the data in k 
clusters.

More formally, k-means clustering aims at minimizing the within-cluster sum of 
squares:

In practice, we use an iterative algorithm based on two steps:

1. Assignment: given a set of centroids, assign each observation to the closest 
centroid.

2. Update: compute new centroids for each cluster.



Mini-batch k-means clustering (Sculley, 2010)
At each iteration, use small random subsets of the data (“mini-batches”)

● No need to store the whole dataset in memory.
● At each iteration, only the distances between a mini-batch and the k centroids 

need to be computed.
● At each iteration, one only needs to have a subset of the data (mini-batch) 

and the k centroids in memory.
● This makes it a natural candidate for clustering on-disk data.

https://www.eecs.tufts.edu/~dsculley/papers/fastkmeans.pdf



Our implementation: the mbkmeans package



Why (mini-batch) k-means?

● One of the most popular clustering methods.

● Building block of two Bioconductor packages for the clustering of single-cell 

RNA-seq, clusterExperiment and SC3.

● We envision scalable versions of these packages that leverage our 

implementation.



What is HDF5?
HDF5 is a unique technology suite that makes possible the management of 

extremely large and complex data collections.

- A versatile data model
- A completely portable file format
- A software library: high-level APIs with interfaces in C, C++, python, R, …

http://portal.hdfgroup.org/display/support



Why HDF5?

De facto standard for single-cell RNA-seq data

- 10X Genomics Cell Ranger software stores pre-processed 
data as a HDF5 file

- Scanpy’s data format, anndata, is based on HDF5

- The loompy data format is based on HDF5



What is a DelayedArray?
- A convenient way to deal with 

HDF5 files in R/Bioconductor is via 
the DelayedArray framework.

- Data are stored on-disk in a HDF5 
file.

- Operations are delayed and only 
performed on the subset of the data 
for which it is needed.



How do I use them in practice?



Subsampling analysis

● 1.3M Brain cells from 10X 
Genomics

● 5,000 most variable genes
● Subsampled to: 75k, 150k, 

300k, 500k, 750k, 1M cells
● iMac with 64GB RAM



Scalability



Accuracy



A complete analysis of 1.3M Cells

● Remove low-quality cells with scater 
● Keep only genes with at least one UMI in 1% of the cells
● scran normalization*
● First 50 Principal Components (using 1,000 most variable 

genes) using BiocSingular’s irlba PCA
● Mini-batch k-means clustering with mbkmeans (batch size of 

500, k = 15).

*mbkmeans was used as a preliminary step for scran normalization



Compute time

● 104 hours for complete workflow (starting from UMI counts).
● 8.5 mins for the clustering of the full 1,232,055 x 11,720 

matrix (HDF5; useful for normalization).
● 5 hours for normalization (parallel; 6 cores).
● 96 hours for irlba PCA (parallel; 6 cores).
● 3 mins for the clustering of the 1,232,055 x 50 matrix of the 

top 50 Principal Components (in memory).
● 2.5 hours for visualization (t-sne) or 20 mins (umap).

(Note that some of these steps may be further optimized)



A complete analysis of 1.3M Cells



Dimensionality reduction is a key step

● 96 hours for irlba PCA (parallel; 6 cores)
○ Note that random PCA may be faster
○ Note that a different HDF5 geometry may be much faster

● PCA may not be the best choice, methods designed for 
count data are preferable.





Reduce a data matrix to a small number of linear vectors that explain most of the variance in the data 

New Axis 1

New Axis 2





https://github.com/xzhoulab/DRComparison/blob/master/algorithms/call_PCA.R


❖

❖

Covariance-based 
PCA

Correlation-based 
PCA







Preprocessing Impacts
on PC1 

Arch effect: points on PC1 
lie on 1 side of the origin

Centering is important: 
orthogonal vectors are 
uncorrelated only when at 
least one of them has mean 0.





Correction with 
multiBatchNorm



https://academic.oup.com/bib/article/17/4/628/2240645
https://academic.oup.com/bib/article/17/4/628/2240645


Correspondence 
Analysis

• COA (or CA) is an eigenanalysis of a Chi-square 
distance matrix.

• Measures the “strength” of association between an 
up-regulated gene and an array sample.

• Developed by numerous authors, also known as 
reciprocal averaging/ordering, dual scaling etc.

• Initially designed for analysis of 2-way contingency 
tables (frequency counts).  Thus assumes matrix 
counts positive integers or zeros. 



corral
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DuoClustering2018

Pre-sorted cells, including:
1. B-cells
2. CD14 monocytes
3. CD4 T-helper cells
4. CD56 NK cells
5. memory T-cells
6. naive cytotoxic T-cells
7. naive T- cells
8. regulatory T-cells

4 cell types, in approx. equal 
proportions

4 cell types, in unequal proportions

8 cell types, in approx. equal 
proportions

10X 
sequencing

mixed
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Improve performance

-> Speed  (IRLBA)

-> Performance/HDF5

-> Multi-dataset

+


